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I. INTRODUCTION
In the scientific community, there has been an observation that often probabilistic models are more reasonable than deterministic models. Many phenomena that we observe are not just random phenomena to be described by Random Variables, but they are also evolving with time. A stochastic process is a family of Random Variables which are functions of time. A Markov Chain is a stochastic process with the Markov Assumption which is that the Random Variable at time step t depends only on the Random Variable at the previous time step and the probability distribution of the Random Variable at time step t given all the previous Random Variables reduces to the probability distribution of the Random Variable at time step t given the previous Random Variable at time step (t-1) and is independent of the Random Variables which precede that. Now coming back to our sequence modelling problem, we can model the joint probability distribution of the input observations for a sequence as follows:

\[ p(x_1, x_2, ..., x_N) = \prod_{n=2}^{N} p(x_n|x_1, ..., x_{n-1}) \]
As we said earlier, we have to relax the assumption about the observations being independent and identically distributed. Under the Markov Assumption, this equation reduces to:

\[ p(x_1, x_2, \ldots, x_N) = p(x_1) \prod_{n=2}^{N} p(x_n|x_{n-1}) \]

We assume that the conditional distribution of the Random Variables given the previous one does not change over time steps. This is equivalent to a stationary time series. Such a homogenous Markov Model simplifies the math and allows us to model a large number of sequences. If the Random Variable (for all time steps) takes on K states, then the conditional distribution of the Random Variable at one time step t given the Random Variable at the previous time step will have (K-1) free parameters for each of the K states of the Random Variable at time step (t-1). (K-1) is because we are modelling a probability distribution with the sum of the probabilities of the function (Random Variable) constrained to be 1. Thus, there will be K (K-1) number of free parameters. As we increase the number of terms as given in the conditional probability distribution, the number of free parameters will increase exponentially.

We must now understand latent variables. These are variables in our model, which are not directly observed but are inferred based on the values of other observable variables, which can be measured. Latent variables may represent an abstract concept or they may represent a part of physical reality. In latent variable models, the observed variable responses are assumed to be dependent on the latent variables. We can create sequence models which can generalize more than the Markov assumption and are consisting of a relatively limited number of parameters by introducing latent variables.

In the Hidden Markov Model, for each observation x at time step t, we introduce a latent variable z at time step t that is responsible for producing that observation. We make the hidden variables a Markov Chain. The distribution for each observed variable depends only on the latent variable at that time step and the corresponding conditional distribution determines the observed variable values. We introduce a matrix, A which is the transition matrix of the Markov Chain of the latent variables and a matrix B that denotes the emission probabilities of the observations given the latent variable. A(i,j) is the probability of the latent variable going from state i to state j from one time step to the next. B(j,k) is the probability of observing input k in state j where j is the state of the latent variable. In our homogeneous models, the emission distribution is the same across time steps. We have parameterized it using the matrix B, HMMs can have other emission distributions such as a mixture of Gaussians.[1] We let \( \pi \) denote the initial distribution of the states for the first time step.

Now that we have defined our model, we will demonstrate how to find the probability of the sequence, that probability is the likelihood estimate of the data given the parameters. This likelihood is also our objective function during optimization which we try to maximize. We will see how to find the most likely sequence of hidden states given an observation sequence, this is useful after our training is done.

II. FORWARD BACKWARD ALGORITHM

We now calculate the probability of an observation sequence. We marginalize the joint distribution of the observation sequence and latent variable states for all states the latent variables can take.

\[ p(x) = \sum_{x_1=1}^{M} \cdots \sum_{x_T=1}^{M} p(x_1, x_2, \ldots, x_T, z_1, z_2, \ldots, z_T) \]

This reduces to,

\[ p(x) = \sum_{x_1=1}^{M} \cdots \sum_{z_1=1}^{M} p(x_1/z_1) \prod_{t=2}^{T} p(x_t/z_{t-1})p(x_1/z_1) \]

For each time step, we are running a summation for each of the states for an inner function, which is a product, which increases linearly with t. Such a naïve implementation would be \( O(M^T) \). We can do better. We make the observation that there is a lot of shared computation in this expression as we traverse it and there is nested factoring.[4] Consider the expression again, we focus on the time step \( t+1 \) -

\[ p(x) = \cdots p(x_{t+1}/z_{t+1}) \sum_{z_{t+2}}^{M} p(z_{t+2}/z_{t+1})p(x_{t+1}/z_{t+1}) \]

In the above equation, if we start from left to right, we see that the sub-expression/pattern we have highlighted is a function of \( x(t+1) \) and \( z(t+1) \). Let this be denoted as \( \alpha \). If we see the part in the brackets, this is the exact same pattern for \( x(t) \) and \( z(t) \). We have thus realized a recursive computation. What we mean to say is that for particular values of \( x(t+1) \) and \( z(t+1) \), we will have some corresponding \( \alpha \) value. We thus define,
\[
\alpha(t + 1, z_{t+1}) = p(x_{t+1} | z_{t+1}) \sum_{z_t = 1}^M p(z_t | z_{t+1}) \alpha(t, z_t)
\]

Substituting the values based on the matrices we have defined, we get Initialization,

\[
\alpha(1, z_1) = \pi_1 B(z_1, x_1)
\]

Induction,

\[
\alpha(t + 1, z_t) = B(j, x_{t+1}) \sum_{i=1}^M A(i, j) \alpha(t, z_i)
\]

And finally,

\[
p(x) = \sum_{i=1}^M \alpha(T, z_i)
\]

This is a O(\(T^2M^2\)) forward backward algorithm which is much better than the naïve approach. We take a look at what \(\alpha\) represents. We know,

\[
\alpha(1, z_1 = i) = p(x_1 | z_1 = i)p(z_1 = i) = p(x_1, z_1 = i)
\]

\[
\alpha(2, z_2 = j) = p(x_2 | z_2 = j) \sum_{i=1}^M A(i, j) \alpha(1, z_1 = i)
\]

\[
\alpha(2, z_2 = j) = p(x_2 | z_2 = j) \sum_{i=1}^M p(z_2 = j | z_1 = i) p(x_1, z_1 = i)
\]

\[
\alpha(2, z_2 = j) = p(x_2 | z_2 = j) \sum_{i=1}^M p(x_1, z_1 = i, z_2 = j)
\]

Here we see that we are just marginalizing over \(z_1\) values, we thus get,

\[
\alpha(2, z_2 = j) = p(x_2 | z_2 = j)p(x_1, z_2 = j)
\]

Thus we see that,

\[
\alpha(2, z_2 = j) = p(x_1, x_2, z_2 = j)
\]

Similarly we can show,

\[
\alpha(t, z_t = j) = p(x_1, \ldots, x_t, z_t = j)
\]

At any time step the \(\alpha\) value is the joint probability of the observations up until that time step and the value of the latent variable state at that time step.

There is a term \(\beta\) we need to define in a similar fashion for further uses which we will go through later on. The idea is similar, to break the computations into step wise abstractions and solve them recursively. We define \(\beta\),

\[
\beta(t + 1, z_{t+1} = j) = \sum_{z_{t+1} = 1}^M p(z_{t+2} | z_{t+1} = j)p(x_{t+2}, \ldots, x_T | z_{t+1} = j)
\]

Here, for each latent variable state at time steps ahead of (t+1), we can define a recursive computation \(C\) for each state of the latent variable in the following manner,

\[
C(z_{t+2}) = p(x_{t+2} | z_{t+2}) \sum_{z_{t+3} = 1}^M p(z_{t+3} | z_{t+2}) C(z_{t+4})
\]

\[
C(z_T) = p(x_T | z_T)
\]

\[
\beta(t + 1, z_{t+1} = j) = \sum_{z_{t+1} = 1}^M p(z_{t+2} | z_{t+1} = j) C(z_{t+2})
\]

### III. VITERBI ALGORITHM

The next step is to find the most likely sequence of hidden states given an observation. This means we find a sequence that best explains the observations.

\[
z' = \arg \max(p(z|x))
\]

\[
z'' = \arg \max(p(z|x)/p(x))
\]
Since we are finding out the z values, this is equivalent to,

\[ z' = \arg \max (p(z, x)) \]

We know,

\[ p(z, x) = \pi_{x_1} B(z_1, x_1) \prod_{i=2}^{M} A(z_{i-1}, z_i) B(z_i, x_i) \]

Instead of looping through all possible sequences to find the one with the maximum probability, we use a dynamic programming based approach.[4] Let \( \sigma(t,j) \) be the maximum probability that we have visited an optimal sequence of states for \( (t-1) \) time steps and we have arrived at state \( j \) in time step \( t \). \( \sigma(t,j) \) will give us the maximum probability of the sequence of latent variable states up until time step \( t \) wherein we are in state \( j \) at time step \( t \). We hence have the recursive relation based on the principle of optimality as is with dynamic programming

\[ \sigma(t,j) = \max_{i=1,..,M} \{ \sigma(t-1,i)A(i,j) \} \cdot B(j, x(t)) \]

where \( T \) is the final time step. Initially,

\[ \sigma(1,j) = \pi_j B(j, x(1)) \]

We use backtracking to find the best hidden state sequence. Let \( \phi(t,j) \) tell us the optimal previous state at time step \( (t-1) \) given that we are in state \( j \) at time step \( t \) in an optimal sequence of states.

\[ \phi(t,j) = \arg \max_{i=1,..,M} \{ \sigma(t-1,i)A(i,j) \} \]

Initially,

\[ \phi(1,j) = 0 \]

Let \( z'(t) \) tell us the optimal state at time step \( t \). Therefore,

\[ z'(T) = \arg \max_{i=1,..,M} \sigma(T, i) \]

We can then iterate backwards and thus find the optimal sequence of states,

\[ z'(T-1) = \phi(T, z'(T)) \]

We can continue this for all previous time steps.

IV. LAGRANGE MULTIPLIERS

Without loss of generality, we consider the constrained minimization problem. We have to minimize \( f(x) \) given that \( h(x)=0 \) where \( x \in \mathbb{R}^n \), \( f \) maps from \( \mathbb{R}^n \) to \( \mathbb{R} \) and \( h \) maps from \( \mathbb{R}^n \) to \( \mathbb{R}^m \). That is, there are \( m \) constraints. Here \( m \) is less than \( n \). We consider the Jacobian matrix of the functions corresponding to the constraints, a point in \( n \) dimensional space \( x^* \) is said to be a regular point if it satisfies all the constraints and the corresponding gradients are linearly independent.[5]

\[ \frac{\partial}{\partial x^i} = \begin{bmatrix} \frac{\partial h_1(x^*)}{\partial x^i} \\ \vdots \\ \frac{\partial h_m(x^*)}{\partial x^i} \end{bmatrix} = 0 \]

Here each of the \( m \) gradients is \( n \) dimensional. The set of these constraints define a surface \( S \) which is a subset of \( \mathbb{R}^n \), assuming that the rank of the Jacobian matrix is \( m \), we get the dimensionality of the dimensionality of the surface to be \( n-m \). Consider a curve \( x(t) \) parameterized by \( t \) which represents some curve in the Surface \( S \). We mean that for each value of \( t \) in some domain, we will get a corresponding \( x \) vector, which will be a function of \( t \). For some constraint \( h(x)=0 \) satisfied on the Surface, we get \( h(x(t))=0 \). Since the \( h \) value is constant along the curve, we get the derivative of \( h \) with respect to \( t \) to be equal to 0. Using the chain rule we get,

\[ \frac{h'(t)}{t} = \frac{D(h(x(t)) \cdot D(x(t)) - \nabla h(x(t))D(x(t)) = 0 \}

We know from calculus that for such a parameterized curve, the derivative of the curve at a point is a tangent vector to the curve.[5] We thus get that the gradient of the equality constraint function is perpendicular to the tangent vector for a curve defined in the Surface of regular points. We consequently define the tangent space to be the set of all vectors which are perpendicular to the gradient vectors of the equality constraint function for a regular point \( x^* \). This is equivalent to the null space of the Jacobian matrix. We define the normal space corresponding to a regular point \( x^* \) to be the space spanned by the gradient vectors of the equality constraint function. Indeed we see that the tangent space vectors are perpendicular to the normal space vectors. Now, let the point \( x^* \) be a minimizer of \( f(x) \). We can write \( f(x) \) as \( f(x(t)) \) and set the derivative with respect to \( t \) to 0 (as is the case for a minima) using chain rule.

We get,

\[ \nabla f(x^*)^T D(x^*(t)) = 0 \]
We thus see that the tangent vector of a parameterized curve in the surface of the regular points which is corresponding to the derivative of x(t) with respect to t is perpendicular to both the gradient of f and the gradient of h. This is true for all equality constraint functions h, that is, both f and h gradient vectors are perpendicular to the same set of vectors (the vectors in the tangent space at x*). Therefore the gradient of f(x) lies in the same space as that spanned by the gradient vectors of the h(x) functions. As that gradient of f(x) lies in the normal space of x*(the point of the minima) defined by the gradient vectors of all h functions at that point, we can thus express the gradient of f(x) as a linear combination of the gradients of h.

We define the Lagrangian function as follows,
\[ l(x, \lambda) = f(x) + \lambda^T h(x) \]
If we differentiate this with respect to x (taking partial derivatives for each of the dimensions in x) and equate to 0 we get the condition that we explained earlier about the gradient vector of being a linear combination of the gradients of h functions. Similarly, if we differentiate with respect to \( \lambda \) and equate to 0 we get the equality constraint conditions (h=0). Thus, we have m+n equations for m+n unknowns (m \( \lambda \) coefficients for the constraints and n dimensions in x). We can use Lagrange Multipliers in this manner to solve constrained optimization problems.

V. MAXIMUM LIKELIHOOD ESTIMATE

In applications such as Parts of Speech tagging in NLP, we essentially have the values of the Parts of Speech tags which act as hidden states. In such a scenario, we can use the maximum likelihood estimate wherein we find the parameters which maximize the conditional probability of observing the data given the parameters.

\[ \text{Parameters} = \arg \max_{\pi, A, B} P(X; \pi, A, B) \]

We have represented this probability earlier. Here we will do it similarly using the indicator function. Let we have N observation sequences, M hidden variable states, T time-steps and K observation values(x(t)). The likelihood becomes,
\[ L = \prod_{n=1}^{N} \prod_{i=1}^{M} \prod_{j=1}^{K} p(z_{t=i} = j)A(i, j) \]

It is easier for us to work with the logarithm of the likelihood and since the log is a monotonically increasing function, maximizing the likelihood is equivalent to maximizing the log likelihood. The products turn into summations as is with logarithms and we have the equality constraints for \( \pi \) values summing up to 1 and each row of A and B summing up to 1. This problem is solved with Lagrange multipliers and it turns out that we get the A(j,k) values to be the count of the state transitions from j to k in our data divided by the count of the state being j. We get the same frequency counts for B and \( \pi \).

VI. EXPECTATION MAXIMIZATION ALGORITHM

Here we describe the general EM algorithm, which is used in the case of latent variables in optimization problems. Consider the general log likelihood estimate from earlier. For a scenario where we have n observations, where we have \( n \) observations,
\[ l(\theta) = \sum_{i=1}^{N} \log f(p(x_i; \theta)) \]

This is the same as marginalizing the joint distribution over z,
\[ l(\theta) = \sum_{i=1}^{N} \log \left( \sum_{z_i} p(x_i, z_i; \theta) \right) \]
The summation over \( z_i \) values denotes all the M different values that \( z_i \) can take. The numbers 1 to M denote the indices of the values which \( z_i \) takes. We see that we have a summation inside the logarithm as we have to sum over the latent variables and we do not have a computationally feasible closed form solution for the log likelihood. What we do in the EM algorithm is that we find the tight lower bound to the log likelihood in the parameter space and then maximize that lower bound with respect to the parameters to obtain a new set of parameters. We then again find the tight lower bound using these new parameters and then optimize that lower bound to obtain another new set of parameters. We repeat this procedure until convergence. [1]

Consider Q to be an arbitrary probability distribution over z. Multiplying and dividing by Q(z_i) inside the log likelihood we get,
We take a close look at the term inside the logarithm. Observe that it is an expectation with respect to the distribution $Q(z_i)$ for the random variable $z_i$. The term being multiplied to $Q(z_i)$—the probability value is a function of the random variable $z$ for a given $x$ and $\theta$ and can itself be viewed as a Random Variable. We recollect the law of the Unconscious Statistician and take the expectation. Now, we recollect Jensen's inequality for a concave function and notice that the log is a concave function.

$$\log\left(\mathbb{E}(X)\right) \geq \mathbb{E}(\log(X))$$

Using this inequality in our log likelihood, we get,

$$l(\theta) \simeq \sum_{i=1}^{N} \sum_{z_i=1}^{M} Q_i(z_i) \cdot \log \left( \frac{p(x_i, z_i; \theta)}{Q_i(z_i)} \right)$$

In the Jensen’s inequality, we achieve the equality when the random variable under consideration is a constant. Let that constant be $C$.

$$p(x_i, z_i; \theta) Q_i(z_i) = C$$

$$Q_i(z_i) = \frac{1}{C} \cdot p(x_i, z_i; \theta)$$

Marginalizing over $z$,

$$\sum_{i=1}^{M} Q_i(z_i) = \frac{1}{C} \cdot \sum_{i=1}^{M} p(x_i, z_i; \theta)$$

Therefore,

$$Q_i(z_i) = \frac{p(x_i, z_i; \theta)}{p(x_i; \theta)} = p(z_i|x_i; \theta)$$

In the E step, we estimate the distribution $Q$ as the posterior probability of $z$ given $x$ for a set of parameters in order to obtain the tight lower bound of the likelihood function. In M step, for estimated distribution $Q$ based on a set of parameters, we maximize the lower bound that we have obtained with respect to the parameters to obtain a new set of parameters for the new time step. This optimization is easier to perform as compared to the original log likelihood function.

$$\theta = \arg \max_{\theta} \sum_{i=1}^{N} \sum_{z_i=1}^{M} Q_i(z_i) \cdot \log \left( \frac{p(x_i, z_i; \theta)}{Q_i(z_i)} \right)$$

We again find the tight lower bound based on these new parameters and repeat the same procedure as be said before, until convergence. It can see seen that the likelihood values after each iteration are indeed increasing.

### VII. BAUM WELCH ALGORITHM

The Baum Welch Algorithm is the EM algorithm applied to HMMs. We will see the mechanism of this algorithm and go through some intuition for it. We first need to define a few important terms. We have defined the following earlier along with the matrices $A$ and $B$,

$$\alpha(t, z_t = j) = p(x_1, \ldots, x_t, z_t = j)$$

$$\beta(t + 1, z_{t+1} = j) = p(x_{t+2}, \ldots, x_T|z_{t+1} = j)$$

We know define, we know that posterior probabilities for the latent variables are used in the EM algorithm.

$$\zeta_t(i, j) = p(z_t = i, z_{t+1} = j|x)$$

$$\zeta_t(i, j) = p(z_t = i, z_{t+1} = j, x)/p(x)$$

The denominator can be obtained by marginalizing over all $z_t, z_{t+1}$values. We take a close look at the numerator and see that it can be defined as follows using the rules of conditional probability,

$$\zeta_t(i, j) = p(x_1, \ldots, x_t, z_t = i) \cdot p(z_{t+1} = j|z_t = i) \cdot p(x_{t+1}/z_{t+1} = j) \cdot p(x_{t+2}, \ldots, x_T/z_{t+1} = j)$$

Numerator = $\alpha(t, z_t = i) \cdot A(i, j) \cdot B(j, x_{t+1}) \cdot \beta(t + 1, z_{t+1} = j)$
\[ \zeta_t(i, j) = \text{Numerator} \sum_{j=1}^{M} \sum_{i=1}^{M} \text{Numerator} \]

We have described in the forward backward algorithm how to calculate \( \alpha \) and \( \beta \) values. We also define,

\[ \gamma_t(i) = p(x_t = i | x) = \sum_{j=1}^{M} \zeta_t(i, j) \]

In the E step here, we find \( \zeta \) and \( \gamma \) for all time steps based on the values of \( \pi \), A and B at iteration. We initialize arbitrary values of \( \pi \), A and B for the first iteration based on prior knowledge if any. In the M step, we find the values of \( \pi \), A and B based on the posterior probabilities, which we have found out, as is the case in EM algorithm applications.

\[ A(i, j) = \frac{\sum_{t=1}^{T-1} \zeta_t(i, j)}{\sum_{t=1}^{T-1} \gamma_t(i)} \]

\[ B(j, k) = \left( \sum_{t=1}^{T-1} \gamma_t(j) \cdot 1(x_t = k) \right) / \sum_{t=1}^{T-1} \gamma_t(i) \]

\[ \pi_t = \gamma_t(i) \]

We get this result as expand the lower bound of the log likelihood based on Q(z) as we did in the EM algorithm, then substituting the probability values based on our parameters. Solving the constrained optimization problem for \( \pi \), A and B using Lagrange multipliers and substituting the value of Q(z) as p(z/x) in our equations, as we did in the EM algorithm.

**VIII. APPLICATIONS AND CONCLUSION**

The Baum Welch algorithm wherein we calculated the posterior probabilities for the latent variables given an observation sequence can be generalized to n sequences.[1] HMMs used in this manner are powerful models for sequential data and are still relevant as a framework for unsupervised machine learning. HMMs are used in automatic speech recognition where we extract spectral features from the audio data after sampling and quantization[2]. The audio data consists of the sound pressure levels measured across time. The key is that the Fourier transform[2] gives us the measures of various frequency components in the audio wave and each phone, which is a basic unit of speech, has a distinct frequency pattern based on how the sound is produced through the vibration of the vocal cords and the configuration of the vocal tract.[2] HMMs are also used in language models as in parts of speech tagging as we described earlier and in text classification. In text classification, we train an HMM for each class of the text based on our training data after using NLP concepts like stemming and lemmatization to prepare the data. For a test sentence, we find the log likelihood of that sentence for each HMM and we return the class whose HMM gave us the highest log likelihood. We can also include the prior probabilities for each class. Along with all this, HMMs are used in tasks such as online character recognition. With the advancement of deep learning and recurrent neural networks, HMMs are used along with LSTMs for creating hybrid sequence models. With this, we conclude our study of Hidden Markov Models. In this paper, we understood what an HMM is, how an HMM works, we understood the underlying concepts behind an HMM and how it is used for various sequence modelling applications. Thank you.
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